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The last 30 years have witnessed the development of increasingly successful theoretical approaches to predicting
how a protein’s chemical composition and three-dimensional structure influence its propensity to mediate
electron-transfer reactions. Analysis has progressed from uniform-barrier models that neglect atomic detail,
to pathway models that incorporate the specific nature of the bonding and the protein fold, to multipathway
models that add coherently the contributions of pathways, to methods that average over accessible geometries.
Large-scale electronic structure methods remain of somewhat limited use because: the demands of geometry
sampling and electronic structure calculation are considerable, especially for slower ET events; qualitative
new insights arising from the more intensive analysis have been moderate; and structure-function relations
become increasingly difficult to derive from more complex models. For these reasons, simple models remain
both useful and popular. The simplest structured-protein models employ tunneling pathway and average packing
density analysis. These methods are derived from the same protein physics: electronic interactions decay
much more rapidly through-space than through-bond. We show that for the majority of 38 donor-acceptor
pairs in 28 proteins with determined X-ray structures, the two models are in qualitative agreement. However,
for five of these donor-acceptor pairs, the pathway and the average packing density predictions are qualitatively
different. The structural reasons for these differences are clear: (1) strong coupling pathways may exist in
regions of unremarkable packing density, (2) explicit water molecules added to the X-ray structures can
eliminate otherwise costly through-space jumps, (3) strong pathways situated beyond the zone sampled in
average packing density analysis can dominate. We suggest that the instances of substantial differences between
the two models can be used to probe ET tunneling mechanism. Differences, where they exist, point to specific
structural motifs where pathway effects associated with a protein’s three-dimensional structure might play a
central role in ET kinetics.

I. Introduction

Many electron transfer (ET) reactions within and between
proteins occur at donor-acceptor distances well beyond van
der Waals contact.1-8 ET cofactors are not usually sufficiently
oxidizing or reducing to exchange electrons with the protein
medium itself. As such, ET occurs via weak donor-acceptor
mixing facilitated by the protein medium, and the mechanism
is generally nonadiabatic with rate given by eq 1:

Here HDA is the coupling matrix element and FC is the Franck-
Condon weighted density of states.5,6 Because biological electron
transfer occurs via vibronically coupled electron tunneling,9

considerable theoretical effort has focused on understanding the
mechanism of the protein-assisted tunneling process.3-23

Electron transfer kinetic data on native and modified proteins
is becoming increasingly available,24-32 and a number of com-
parisons between theory and experiment are accessible.12,26,27,30-32

Recently reported X-ray structures of Ru-modified proteins are
removing structural uncertainties associated with the modified

proteins.25,29 Depending on the level of resolution demanded,
any given model may, of course, be deemed successful or
unsuccessful. The goal of this paper is to compare the physical
ingredients of the pathway and average packing-density models,
and to make quantitative comparisons of their predictions. From
this analysis, we conclude that in most cases the predictions
are indistinguishable. However, we identify specific cases where
the predictions differ by orders of magnitude. The differences
arise quite clearly from the manner in which the two models
incorporate and sample details of a protein’s three-dimensional
structure.

II. Empirical Models for Protein-mediated Coupling

A number of empirical models have been proposed for
estimating HDA. The simplest are the square barrier,9,33,34

tunneling pathway,10-15 and average packing density models.32

These three models remain in relatively wide use.3 Each makes
concrete predictions of relative or absolute rates, and the models
also connect structure with function. Electronic structure models,
based on extended-Hu¨ckel or other tight-binding Hamilto-
nians,15,16,20,35self-consistent field methods,36,37,19and pseudo-
potential-based methods38,39are also accessible. A simplification
intrinsic to the empirical methods is that they are not hyper-
sensitive to geometry. Electronic structure-based methods
include the influence of multiple interfering tunneling pathways;
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these interferences can be strongly geometry dependent (de-
pending on the donor/acceptor energetics, three-dimensional
protein structure, and calculational methods). Selection of one
(or even several) geometries for coupling analysis can lead to
uncharacteristically large or small coupling elements. In fact,
fluctuations away from the lowest free energy structure may
produce substantial coupling enhancements necessary for bio-
logical ET.40

Electron tunneling through protein is characterized by a
combination of through-bond and through-space interactions.
Assuming that the electronic coupling decays across a number
of discrete steps in a chain between donor and acceptor, the
coupling can be written:

If each of these stepsi is of equal strength, we may write:

and

In purely periodic bridging systems, the assumption of a
single average decay parameter for each repeating unit is
justified,41 and the result is rigorously valid in the extreme
perturbative limit first described for chemical bridges by
McConnell.42 In aperiodic bridges, one would not generally
expectεi (or â) to adopt universal values, and considerable
exploration of these parameters exists in the small-molecule ET
literature.43-46 Typical values ofâ estimated from families of
protein ET rate studies range from 1.0 to 1.5 Å-1.3,13

The decay of electronic coupling interactions through bond
and through space is qualitatively different. Typical ionization
potentials (IPs) associated with protein cofactors are estimated
to be ∼5 eV (based on redox potential arguments).47,48 The
electrons of the protein are more tightly bound, with IPs of
∼7-9 eV. The difference between these two IPs introduces an
energy barrier for the electron to leave the cofactors. Since this
barrier energy is much larger than thermal energies, the electron
tunnels from donor to acceptor, and the tunneling barrier height
is approximately equal to the difference in the two IPs,∼ 2
eV. In one-dimensional models,â scales with the square root
of this barrier height. A 5 eV (through-space) barrier produces
â ∼ 2.3 Å-1. The value resulting from a 2 eV(through-bond)
tunneling barrier is∼1.4 Å-1, and was first noted by Hopfield.9

Estimating the averageâ value for proteins requires balancing
the through-bond and through-space decays, based on the three-
dimensional structure of the protein. Pathway estimates of
average decay parameters between 1.1 Å-1 (for â-sheets
structures) and 1.4 Å-1 (for R-helical structures)10,37 were
derived from per bond coupling decay parameter of 0.6 (0.36
decay of HDA

2) and explicit examination of the three-
dimensional structure of proteins.

The tunneling pathway model uses experimental data to
parametrize the through-bond decay (from saturated hydrocarbon
bridged donor-acceptor systems studied by Closs and Miller
in the mid-1980s49). The experimental distance dependencies
indicated εbond

2 ∼ 0.36. Initial estimates ofεspace
2 ∼ 0.36

exp[-3.4(R - 2.8 Å)] were based on cofactor binding energies
of 11.8 eV, larger than expected for physiological cofactors.

These large values compensate, to some extent, for unfavorable
orbital overlap factors between bonds interacting through space.
The through-space exponents of 3.4 Å-1 (pathways) and 2.8
Å-1 (average packing density) result in rate ratios between the
two methods of 7.7 for a 3.4 Å through-space step. Simple
estimates suggested pathway decay factors for hydrogen bonds
(heteroatom to heteroatom) of aboutεH-bond = εbond

2, and these
predictions have been supported by experiment.3

The pathway model searches proteins for the combination
of steps thatmaximizethe product of eq 2. Separating into
bonded, nonbonded, and hydrogen-bonded steps:

As such, the pathway model reflects the large difference in
through-bond and through-space electronic propagation.

The average packing density-based tunneling model similarly
balances the through-bond and through-space decay of electronic
interactions in proteins. The model writes:32

with

Here, the overall average packing density,F, rather than the
pathway connectivity, defines the coupling. The average packing
density is calculated in a region of protein defined by the line
segments joining each donor atom to each acceptor atom. Note
that the exponential decay of|HDA|2 varies from a minimum
value of 0.9 to a maximum of 2.8 Å-1 in this model. The
parameterF is the fraction of sampled space between donor
and acceptor cofactor atoms that fall inside the van der Waals
radii of the protein atoms, and waters (modeled into the structure
using the droplet method of the program Sybyl32).

Pathway and average packing density analysis is computa-
tionally simple to perform. While the calculations cannot be
performed “by hand,” they require no more than a few seconds
on a modern personal computer.50 The mathematical isomor-
phism of the two methods is clearly seen by writing the squared
coupling in both models as51

and defining the through-bond and through-space tunneling
distances accordingly

The pathway implementation uses

As such, the average packing density and pathway models are
mathematically isomorhpic, but they differ in (1) the ratio of
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the through-bond to through-space decay parameters and (2)
the assignment ofNC and NS (equivalently,Rbond and Rspace),
the number of through-bond and through-space steps for the
donor-acceptor pair in the protein environment. The average
packing density approach assignsNC andNS on the basis of the
aVerage density of atoms in the tube between donor and
acceptor, including modeled waters.32 The standard pathway
implementation does not model these waters explicitly (recent
data suggest the mediation characteristics of water are inter-
mediate between protein and vacuum28,52). The pathway model
assignsNC andNS on the basis of the single strongest pathway
of through-bond and through-space steps linking any pair of
donor and acceptor cofactor atoms, without restriction of this
pathway to any particular region of space. We next examine
the consequences of these two modest differences between
models for protein ET rate predictions.

III. Pathway and Density Analysis: A Direct Comparison

The pathway-coupling estimate is based on the single
strongest donor-acceptor route while the average density
approach is based on the “averaged” intervening medium. Figure
1 compares the pathway with the density-derived squared
(relative) couplings for 38 donor-acceptor pairs in 28 proteins
whose average density values were determined by Dutton and
co-workers.53 We use the same cofactor delocalization rules as
in ref 53.

Figure 1 shows that, despite the difference in parametrization,
only 5 of the 38 proteins have order of magnitude differences
in their predictions (the slope of the correlation line is discussed
in the next section). Those proteins well above the line have a
stronger density based coupling, while those below the line have
a stronger predicted pathway-based coupling. The proteins with
a dramatically larger pathway-based coupling are nitrite reduc-
tase (1NID), ascorbate oxidase (1AOZ), and desulfoferrodoxin
(1DFX). The proteins with a much greater density-based
coupling are the cytochrome bc1 complex (3BCC) (heme BL to
quinone binding site),53b and cytochromec3 (2CYM) (heme
108 f heme 110).

Figure 2 shows the strongest pathways for the three systems
with the dramatically stronger pathway couplings. The dominant
pathway in 1AOZ is 7 steps in length and is nearly linear,
including residues 507 and 508 between the copper cofactors.
The average packing density is also moderately large,F ) 0.86.
In 1NID, the strongest path is also purely covalent, 9 bonds in
length; F is large too (0.95). This 1NID pathway is arching,
and extends beyond the tube sampled in the average density
analysis. 1DFX provides an even more dramatic case of an
arching but dominantly covalent pathway (19 covalent bonds,
one through-space contact). In 1DFX, the dominant pathway
extends well beyond the tube sampled in the average packing
analysis. The packing density is also moderately large,F ) 0.84.
Note that, in all three of these strong-pathway systems, the donor
and acceptor cofactors are compact (not porphyrin or chlorin
macrocycles, for example). As such, the density analysis samples
a fairly narrow protein region. Pathways that lie “just beyond”
this zone in 1NID and 1DFX are very strong, despite the
moderately large packing densities. In summary, pathway-based
couplings are much larger than average density-based couplings
when an extremely strong pathway exists in an otherwise
average region of the protein. The differences in predicted
couplings can be particularly large when the donor and acceptor
cofactors are especially small in size. In this case, the average
medium sampled in the packing model may not be representative
of the electron tunneling-mediating medium.

Figure 2 also shows the dominant pathways for the two
proteins with ET couplings predicted to be much weaker in the
pathway analysis than in the average density-based strategy.
Both 3BCC and 2CYM have pathways including two long
through-space jumps (4.2 and 6.2 Å in 3BCC; 5.7 and 4.4 Å in
2CYM). Average packing density is indeed lower in both 3BCC
(F ) 0.61) and in 2CYM (F ) 0.80), mirroring the weak
connectivity found in the pathway analysis. The role of added
water appears particularly important in 3BCC. We compute a
density value of only 0.53 when water is not added to the
structure.

IV. Summary and Discussion

In summary, for all but a few donor-acceptor pairs studied,
the differences in the predictions of the average packing density
and pathway models are not significant, given the simplicity of
the models. Central to both models is the balance between
through-bond and through-space coupling decay in protein
electron transfer, and this accounts for the similar predictions.
In addition, the similarity of the results from the two methods
is consistent with the observation that the strongest single
pathway is generally a member of a family of many pathways
with similar coupling strengths.15 The spatial range over which
the protein packing density is averaged (in the density model)
is somewhat arbitrary. As such, it may underestimate the
influence on the coupling of strong pathways that exist in
otherwise average regions (the cases of 1AOZ or 1NID). Second,
it neglects the influence of strong coupling paths that lie beyond
the cutoff tubes (as in 1DFX). On the other hand, path-
way analysis is limited by its neglect of mediation likely
provided by waters not revealed in the X-ray structural data for
3BCC and 2CYM. Both theoretical models ignore explicit
multiple-pathway interferences and dynamical fluctuations in
couplings,54-57 although one may argue that both parametriza-
tions include the influence of these effects on the coupling
because the parameters are derived from experiment.

Further differences between the pathway and average packing
density parametrizations are also easy to probe and to under-

Figure 1. Comparison of relative coupling values for the pathway
and average packing density models.32,53 Pathway values areΠεi

for the strongest paths and the average packing density values are
exp{-[0.9F + 2.8(1 - F)][RDA - 3.6]}. The slope of the “best fit”
line is 0.7, reflecting the difference between the through-space decay
factors in the two models.
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stand. FittingHDA
2 to a single exponential for these 28 proteins

yields 1.4 Å-1 for the average packing density model (see also
ref 32) and 1.6 Å-1 for the pathway model. In the log-log plot
of Figure 1, therefore, the expected slope derived from the two
methods is expected to be 1.4/1.6, or 0.88. This value is
approximately the slope of the best-fit line through the dataset
in Figure 1.

Nearly all of the structured-protein methods used to analyze
ET processes in the last 15 years have attempted to define key
amino acids or tunneling zones that mediate couplings. Pathway
models,10 path integrals calculations,39 extended-Hu¨ckel analy-
sis,17,20 IAL Hamiltonian calculations,36 tunneling current
methods,16 pathway tube analysis,14 electronic contact maps,58,59

importance analysis,60 worm models,18 and other semiempirical
and ab initio electronic structure approaches19,24,37,38assist in
defining the role of specific groups that mediate donor-acceptor
electronic coupling. More recent calculations have probed
dynamical effects on the coupling54-57 and the potential role of
dynamical amplification of ET rates.40 These methods succeed
qualitatively to the extent that they properly balance through-
bond and through-space tunneling propagation.10 The methods
agree with each other in most cases. Large differences, where

they exist, motivate valuable ET experiments. Moreover,
differences between pathway and average-density predictions
may indicate evolutionary “wiring” of specific coupling routes.61

Taken together, these electron-tunneling models provide a
powerful arsenal for assessing tunneling mechanism, designing
experiments, and estimating long-range donor-acceptor interac-
tions in proteins.
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